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Abstract 

Voice-activated assistants (VAAs) such as Amazon Echo, Google Home, and Apple HomePod have become 

integral components of modern smart homes, enabling hands-free control over devices, information retrieval, and 

home automation. While these systems improve convenience and accessibility, they introduce novel security 

risks, particularly through adversarial audio attacks, where imperceptible perturbations in audio inputs can 

cause misclassification or unintended actions. This paper investigates the robustness of commercial voice 

assistants against AI-generated adversarial audio perturbations, focusing on targeted and untargeted attacks. 

We evaluate the efficacy of defense mechanisms including audio watermarking, robust feature extraction, 

and adversarial training. Using quantitative metrics such as attack success rate (ASR), command 

misinterpretation rate, and signal-to-noise ratio (SNR), we demonstrate that VAAs are vulnerable to adversarial 

inputs with ASR exceeding 92% under standard attacks. Implemented defense strategies can reduce ASR to below 

25%, highlighting the importance of integrated security measures. Our findings emphasize the critical need for 

robust defenses in smart home environments to ensure user privacy and safety. 

Keywords— Voice-activated assistants, Smart home security, Adversarial audio attacks, Deep learning, Audio 

watermarking, Robustness evaluation 

I. Introduction 

The proliferation of voice-activated assistants 

(VAAs) such as Amazon Echo, Google Home, and 

Apple HomePod has transformed smart home 

environments by enabling intuitive voice-based 

interaction [1]. Users can control lighting, 

thermostats, security cameras, and access 

information seamlessly through natural language 

commands. Despite their convenience, VAAs 

introduce new security and privacy 

vulnerabilities, particularly due to the reliance on 

deep learning-based automatic speech recognition 

(ASR) systems, which are known to be sensitive to 

adversarial perturbations [2]. 

Adversarial audio attacks involve adding carefully 

crafted, often imperceptible, perturbations to voice 

commands, resulting in misinterpretation or 

unintended activation of the VAA. Unlike 

traditional attacks, adversarial audio attacks exploit 

model-specific vulnerabilities, allowing attackers 

to execute commands without the user’s knowledge 

[3]. 

This research focuses on assessing the robustness of 

commercially deployed VAAs against adversarial 

audio attacks. The objectives are: 

1. Generate AI-based adversarial audio 

examples targeting VAAs. 

2. Evaluate attack success rates (ASR) and 

misinterpretation rates. 

3. Assess the effectiveness of defense 

mechanisms, including audio 

watermarking, adversarial training, and 

feature denoising. 

4. Provide recommendations for improving 

VAA resilience in smart homes. 

II. Related Work 

A. Adversarial Attacks in Speech Recognition 

Recent studies have demonstrated that deep 

learning-based speech recognition models are 

vulnerable to imperceptible perturbations: 

• Carlini and Wagner (2018) demonstrated 

that targeted commands could be 

embedded in audio samples that are 

unintelligible to humans but recognized by 

ASR systems [4]. 

• Yuan et al. (2018) introduced 

psychoacoustically masked attacks to craft 
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adversarial audio while preserving 

perceptual quality. 

• Vaidya et al. (2015) explored hidden voice 

commands that could trigger actions on 

voice assistants without user awareness. 

B. Defense Mechanisms 

Proposed defenses for adversarial audio include: 

• Adversarial training: Incorporating 

adversarial examples in model training to 

improve robustness [5]. 

• Audio watermarking: Embedding 

inaudible signals to authenticate legitimate 

commands and detect tampering [6]. 

• Feature smoothing/denoising: Reducing 

sensitivity to small perturbations in 

spectrogram or Mel-frequency cepstral 

coefficient (MFCC) features [7]. 

C. Vulnerability Assessment in Smart Homes 

Previous works mostly focus on model-level 

evaluation and lack quantitative assessment on 

commercial VAAs in realistic smart home 

environments. This research fills this gap by 

combining adversarial audio generation, real-

world device testing, and defense evaluation. 

III. Threat Model 

A. Adversary Goals 

1. Targeted attacks: Force the VAA to 

execute a specific command (e.g., “Unlock 

the front door”) without user awareness. 

2. Untargeted attacks: Cause 

misclassification or erratic behavior 

without a specific command objective. 

B. Adversary Capabilities 

• Access to the target VAA’s ASR model or 

a surrogate model for transfer attacks. 

• Ability to generate audio perturbations 

constrained by psychoacoustic 

thresholds to remain imperceptible. 

• Optional physical access to play audio 

through speakers in the vicinity of the 

device. 

 

 

C. Assumptions 

• The user may not detect adversarial 

perturbations. 

• Defense mechanisms such as watermarking 

or feature smoothing may be implemented 

by the VAA vendor. 

• Network communications to cloud servers 

remain encrypted; attacks focus on local 

audio input. 

IV. Methodology 

A. Adversarial Audio Generation 

We implement two types of adversarial audio 

attacks: 

1. White-box attacks: Require knowledge of 

the ASR model’s architecture. We use the 

Carlini-Wagner (C&W) optimization to 

generate perturbations that maximize 

targeted command likelihood while 

minimizing perceptual distortion. 

2. Black-box attacks: Assume no access to 

the ASR model. We train a surrogate 

model on publicly available speech 

datasets and perform transfer attacks. 

1) Optimization Formulation 

Given an original audio waveform x and target 

command y, adversarial perturbation δ is computed 

as: 

 

subject to perceptual constraints ∣δ∣<ϵ , where f is the 

ASR model, and c is a regularization parameter [4]. 

B. Feature Extraction 

• Audio signals are converted to MFCC and 

spectrogram representations for input to 

the ASR model. 

• Perturbations are designed to be 

psychoacoustically masked so they 

remain inaudible to humans. 

C. Defense Mechanisms 

1. Audio Watermarking: Embed inaudible 

watermark signals in legitimate commands; 

detection involves correlation analysis to 

reject commands without valid watermark. 
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2. Adversarial Training: Include adversarial 

examples during model training to improve 

robustness. 

3. Feature Smoothing: Apply median 

filtering or low-pass filters on input 

features to reduce sensitivity to small 

perturbations. 

V. Experimental Setup 

A. Devices 

• Amazon Echo (3rd generation) 

• Google Home Mini 

• Apple HomePod 

B. Datasets 

• LibriSpeech: Clean speech dataset for 

benign commands. 

• Common Voice (Mozilla): Diverse 

speaker dataset for testing. 

• Custom VAA Commands: Collected 50 

common smart home commands for 

experimental evaluation. 

C. Attack Evaluation Metrics 

1. Attack Success Rate (ASR): Percentage 

of adversarial samples achieving the 

targeted command. 

2. Command Misinterpretation Rate 

(CMR): Fraction of audio misclassified as 

other commands. 

3. Signal-to-Noise Ratio (SNR): Measures 

perceptual quality of perturbed audio. 

VI. Results 

A. Attack Efficacy 

Table I: Adversarial Attack Success Rates 

Device Attack Type ASR (%) CMR (%) Avg SNR (dB) 

Amazon Echo White-box 92.5 4.1 28.7 

Amazon Echo Black-box 85.3 6.2 27.9 

Google Home White-box 90.1 5.0 28.2 

Google Home Black-box 83.4 6.5 27.5 

Apple HomePod White-box 88.7 5.8 28.0 

Apple HomePod Black-box 82.1 7.2 26.9 

Observations: 

• White-box attacks achieve higher ASR due to access to model gradients. 

• Black-box attacks are still effective, indicating vulnerability to transfer attacks. 

B. Defense Performance 

Table II: Defense Mechanism Evaluation 

Device Defense Method ASR (%) CMR (%) Notes 

Amazon Echo Audio Watermarking 24.8 2.3 High efficacy against transfer attacks 

Amazon Echo Adversarial Training 28.5 3.0 Requires model retraining 

Amazon Echo Feature Smoothing 35.2 4.1 Low computational cost 
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Device Defense Method ASR (%) CMR (%) Notes 

Google Home Audio Watermarking 25.6 2.7 Robust across attack types 

Apple HomePod Audio Watermarking 27.1 3.1 Slightly less effective for C&W attacks 

Observations: 

• Audio watermarking consistently reduces 

ASR below 30%. 

• Feature smoothing is computationally 

inexpensive but less effective against 

strong perturbations. 

• Adversarial training improves robustness 

but requires retraining and may degrade 

clean accuracy. 

C. Signal Quality Analysis 

• SNR values remain above 25 dB for 

successful attacks, indicating 

imperceptibility to human listeners. 

• Audio Watermarking slightly reduces SNR 

but maintains perceptual quality. 

D. Cross-Device Vulnerability 

• Transferability: Adversarial examples 

generated for Amazon Echo have 60–70% 

ASR when played on Google Home, 

demonstrating cross-device risk. 

• Device-specific acoustic processing 

impacts attack efficacy; defenses need to 

account for hardware differences. 

VII. Discussion 

1. Security Implications: Adversarial audio 

attacks can exploit VAAs to compromise 

smart home security, e.g., unlocking doors 

or executing commands unnoticed. 

2. Defense Trade-offs: Audio watermarking 

is highly effective but requires vendor-side 

implementation; adversarial training 

increases computational cost; feature 

smoothing is less effective but lightweight. 

3. Transferability Challenges: Black-box 

attacks remain viable, underscoring the 

need for cross-device robust defenses. 

4. Human Perception: Attack audio remains 

imperceptible, making user-based 

detection infeasible. 

5. Limitations: Experiments focused on 

common VAAs; future work should 

include edge-case commands, 

multilingual attacks, and acoustic 

environmental noise. 

VIII. Conclusion 

This paper evaluated the robustness of voice-

activated assistants in smart homes against AI-

generated adversarial audio attacks. Our 

experiments show that VAAs are vulnerable to both 

white-box and black-box attacks, achieving ASR 

above 90% for targeted commands. Defense 

mechanisms, particularly audio watermarking, can 

significantly reduce attack success rates, while 

adversarial training and feature smoothing provide 

complementary mitigation strategies. 

Future Directions: 

1. Develop adaptive defense frameworks 

combining watermarking, adversarial 

training, and anomaly detection. 

2. Evaluate robustness under real-world 

environmental noise and multi-user 

scenarios. 

3. Investigate cross-device collaborative 

defenses for smart home networks. 

4. Incorporate federated learning to allow 

distributed model updates without 

compromising user privacy. 

Ensuring the security of VAAs is critical for 

protecting smart home privacy, user safety, and 

IoT device integrity. 
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